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1. Introduction 
Content-based video copy detection (CBCD) 
systems aim at finding video segments that are 
identical or transformed versions of segments in 
a known video. Joly et al. [8] propose a 
definition of video copy based on a subjective 
notion of tolerated transformations. A tolerated 
transformation is a function that creates a new 
version of a document where the original 
document “remains recognizable”. CBCD 
systems perform the detection by processing 
visual and/or audio content of videos, ignoring 
any metadata and avoiding the embedding of 
watermarks into the original videos. 
 
The detection of video duplicates in a video 
database is one of the key technologies in 
multimedia management. Its main applications 
include, among others: (a) storage optimization; 
(b) copyright enforcement; (c) improved web 
search and (d) concept tracking. In storage 
optimization, the goal is to eliminate exact 
duplicate videos from a database and to replace 
them with links to a single copy or, alternatively, 
link together similar videos (near duplicate) for 
fast retrieval and enhanced navigation. Copyright 
enforcement strives at avoiding the use and 
sharing of illegal copies of a copyright protected 
video. In the context of web search, the goal is to 
increase novelty in the video search result list, by 
eliminating copies of the same video that may 
clutter the results and hinder users from finding 
the desired content [9]. Finally, concept tracking 
in video feeds [10] focuses on finding the 
relationship between segments in several video 
feeds, in order to understand the temporal 
evolution of, for example, news stories. 
 
Traditionally, CBCD systems have relied only 
on the visual information in the videos, driving 
research towards new features that allowed for 
scalable systems and fast retrieval. In recent 
years systems started incorporating features 
derived from the audio modality. Through the 
fusion of multimodal information, CBCD 
systems can obtain improved performance levels 

and be more robust to errors (e.g. when one of 
the modalities is severely damaged or missing).  
 
In this letter we briefly describe the CBCD 
system we have developed over the last 3 years 
at Telefónica Research, which has achieved 
outstanding results in the 2010 and 2011 NIST-
Trecvid Video Copy Detection evaluations. The 
main characteristics of our system are the use of 
multimodal (i.e. audio and video) information to 
detect plausible video copies in each modality 
and an effective late fusion of results. 
The Individual modalities we use are both based 
on local features (DART [4] for video and 
MASK [6] for audio) which are able to robustly 
encode the multimodal content, thus allowing for 
successful retrieval of video copies.  
The late fusion algorithm [7] takes into account 
the scores and ranking of each result in each 
modality to combine them most effectively. 
The currently system has been developed into a 
pseudo-commercial application by using a 
scalable database architecture and feature 
extraction parameters optimized for speed. 
 
 
2. Multimodal Video Copy Detection System 
 
Figure 1 shows the main blocks that conform 
Telefónica Research CBCD system. The  system 
is composed of two parallel feature streams (one 
for audio and one for video) that are processed in 
parallel, obtaining each one an individual set of 
results (for NIST-Trecvid experiments we 
retrieve 20 results from each modality). Then a 
late fusion is used to merge these results into a 
multimodal output. The choice of a late fusion 
versus an earlier one was done so that the system 
gains in flexibility to be applied for different 
applications like music IR, where one of the 
modalities is non existent or relevant. 
Next we describe each of the steps in the system. 
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Figure 1: Multimodal Video Copy Detection 
system 
 
2.1 Local Video System 
The local visual features processing module 
[1][5] compares all query keyframes with all 
reference keyframes using a state-of-the-art 
image retrieval engine relying on local features 
[4] and then combines the obtained ranked lists 
of matched keyframes into copied video 
segments by performing a temporal consistency 
post-processing. The module is divided in three 
tasks: Feature Extraction (which samples every 
video with one frame per second and extracts 
novel local features called DART [4]), Keyframe 
Matching (by using hierarchical dictionaries of 
visual words and inverted files to locate 
matching frames, which are then refined through 
a spatial verification stage), and Temporal 
Consistency (which computes the time 
differences between matches, and returns a list 
copy candidates each one with a location within 
the video, and a score). 
 
2.2 Local Audio System  
The audio local features module [5] is based on 
the recently proposed MASK features [6]. These 
are local features computed over the spectral 
domain of the audio signal by encoding in binary 
form the energy differences of predefined 
regions around spectral maxima. The MASK 
features therefore consist on an asynchronous 
stream of fingerprints that later are matched, 
using a similar technique to the one used in the 
video system, with the reference features. Instead 
of a spatial consistency step, in here we perform 
an alignment step between all MASK points in 
the reference and query matching segments to 

obtain an accurate matching score. 
 
2.3 Ranking and relevance fusion 
 
Each of the modalities in the presented system 
results in a list of 20-best possible matches 
between segments in the provided query video 
and the reference database. The fusion module is 
in charge of merging these monomodal decisions 
into a multimodal output as described in [7]. To 
do so, it makes use of both the ranking of each 
matching segment within its modality and the 
normalized score. As each modality might have 
different score distributions and sometimes not 
even output all 20 matches, an L1 normalization 
and flooring preprocessing is performed before 
the results are merged.  
In [5] we show the suitability of this fusion 
algorithm for any number of monomodal inputs. 
We show we are able to lower the best score 
obtained in the NIST-Trecvid evaluation by a 
blind combination of several of the submitted 
system outputs without. 
 
2.4 Scalable implementation 
Ultimately, a CBCD system is useful if it can be 
scaled to index large multimodal databases and it 
is able to retrieve matching segments for a given 
query in little time. In order to achieve the first 
goal we use a disk-based inverted file index over 
SSD drives that structures the information at 
indexing time in a way that it is faster to retrieve 
similar reference matches at retrieval time. Also, 
given the locality of both fingerprints we use, we 
are able to adapt the amount of information we 
store per second of content depending on the 
application and the relation between accuracy 
and speed we want to achieve. 
Currently our system is flexible to accommodate 
various application use-cases as neither we  
impose constraints on the length of the query or 
reference, nor we predefine where the matching 
start-end points might be found. 
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