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ABSTRACT Another important trend in the reading space are audiobooks
The audiobook industry has been growing steadily for more
the availability of affordable and user-friendly e-boolade than a decade with an estimated size close to 1 billion USD in

i : i I 200¢, and a significant increase on the percentage of down-
ers. As users are increasingly moving from traditional pape

books t books. th ) tunitvedventand loadable audiobooks. Most of the sales in audiobooks are
O0KS 1o €-DOOKS, Tere IS an opporiunityémventanden- ¢, unabridged titles (85%), meaning that material is not-co

hancetheir reading experience, for example, by Ieveragln%ensed and in many cases recorded by professional actors
the multimedia capabilities of these devices in order to tur ¢om thé original book

the act of reading into a real multimedia experi_ence. In this In this paper, we leverage the audio capabilities of most e-
paper, we focus on the augmentation of the Wr|tten text W'tkbook readers and combine audiobooks with e-books in order
its associated audiobook, so that users can listen to thie bo&)0 transform the reading task into an audio-visual expesen

they are (currently) reading. We. propose an aUd'ObOOk'toﬁor this task we propose the usage of a TTS-based alignment
ebook alignment system by applying a Text-to-Speech (.TTS)_Igorithm and improve it by using a speech-silence interme-
based text to audio alignment algorithm, and enhance it W't@iate mapping to adapt the TTS output reading style to that
a silence filtering algorithm to cope with the difference on

reading style between the TTS output and the speakers in tr?é the audiobook recording. In the proposed implementation

. . ) ) we carry such alignment offline and generate an alignment
ebook environment. Experiments done usigfive-minute . : : . S
. . file where each word in the e-book is assigned a starting time
excerpts of different audio-books (read by men and women) o . . .
: . where it is spoken in the audiobook. The audiobook, the e-
yield usable word alignment errors beld@0ms for 90% of

. . : book and their associated alignment files are then used by a
the words. Finally, we also show a user interface implemen-

tation in the Ipad for synchronized e-book reading while lis prototype apphgatlon we call N'Sink (a<_:ronym for Na_tuyall
) . : Spoken Ink) which presents the user with an e-book inteyface
tening to the associated audiobook.

highlighting the words in the text as they are read by the au-
Index Terms— e-book, audiobook, multimodal synchro- diobook.

The e-book industry is starting to flourish due, in part, to

nization, audio processing, TTS alignment We envision that N'Sink can be used as a tool to teach
how to read, to enhance learning a new language, to help peo-
1. INTRODUCTION ple with reading impairments — including the elderly —, to

enable the concept gfersonalized audiobookshere users
We are currently facing a revolution in the media publishingCan cr.eate audpbookg for the_lr loved ones that will be lis-
tened in-synch with their associated e-book, and to offeraus

industry with the recent introduction — and adoption — of a X ) . e
wide range of e-book readers and portable devices with N augmented reading experience. Ultimately, N'Sink could
e also used alternatively as an e-book or as an audio-book

book readi biliti A 's Kindlé or Apple’
00k reading capabilities(g. Amazon's Kindie or Apple's 0olayer depending on the situation the user is in, being able t

iPad?). In 2009, device sales more than tripled by the end’: . e X
of the year and content sales increased by 175%lovel, switch between modalities seamlessly. Note that N'Sink sig

engaging and appealing ways of presenting multimedia COrp_ificantly differs from using the TTS engine that is somesme

tent through these devices need to be investigated in cvder ?vanable in e-book readers, because it combines two seurce

attract more readers into using these new technologies [1 .f the same book (audio and text) where the audio is typically

ead by an actor, yielding a much more pleasant and lesg tirin

Lwww.amazon.com/kindle experience than listening to the robotic voice of TTS engline
2www.apple.com/ipad
3December 1st 2009, paidcontent.org 4www.audiopub.org/2009SalesSurveyRelease.pdf




The remaining of the paper is structured as follows. Secfreely available) or Festival [12] which makes it a readihda
tion 2 summarizes the different current algorithms avdélab convenient source for the TTS-based alignment. In addition
for audio-to-textalignment. Section 3 describes N'Siqks- by using this method, no manually labeled data is necessary
posed alignment algorithm and user interface. Resultseof thand much less tuning of parameters is required. For these rea
evaluation of the proposed system against a manually annsens, in this paper we follow the TTS-based approach for the
tated database are presented in Section 4, where we evaluatgnment of text and audio. Unlike most prior works, our
the accuracy of the produced alignments fa@rfive-minute  goal is finding the alignment at theord level and forvery
audiobook excerpts. Finally, we draw conclusions and highlong acoustic sequencésf several minutes or more). This
light our lines of future work. differs from previous research, where the alignment is done
at the phoneme level and for short sentences, which are easie
to bootstrap the system with, if little or no manual alignrsen
are available. On the contrary, when aligning long sequence

Previously, several works have addressed the challenge of aspecg;ll care is needed, SIS I?catl::_zed errors in the ahgnmentl
dio and text synchronization in different acoustic domaing"@y DecoME unrecoveravle. in this paper we propose a hove

(e.g. broadcast news, parliamentary recordings, music, etc. ,Igorithm for dloing this, by adding an inner. silgnc_e filtgin
following mainly two approaches: (13peech recognition- tep to deal with variable speech/silence distributionth@n

based systemsMost proposed algorithms [2, 3, 4, 5] use audio signals considered(audiobook and audio generated by

an automatic speech recognition system to perform theﬁligﬁhe TTS engine).
ment. In [2, 3] aforced alignmenbf the audio to the text

is carried out by means of the Viterbi algorithm. Others 3. N'SINK: NATURALLY-SPOKEN INK

[4, 5] first run the recognizer to obtain a transcript thahist

aligned with the text (text-to-text alignment). These noeth  The N’Sink system is composed of an offline alignment mod-
have the main advantage of reaching high alignment accuse and a prototype application for Apple’s iPad that high-
racies (measured usually at the phoneme level), but they réights the text on the e-book as it is being read in the audio-
quire the availability of language-dependent text preesse  book. Next we present each of the components in the system
ing modules and preexistent acoustic models for each larprototype.

guage, trained on large quantities of pre-labeled data, and

adapted to each individual speaker of the audlc_> to be aItgng%_l_ Automatic Audiobook to E-book Alignment
Some researchers [6] have shown that the previous cortstrain
can be relaxed by automatically training acoustic modeis(fr
graphemesi. the letters) using unlabeled data. Howeve
such an approach is not applicable in our case as the at
needs to be split in many short sentences in order to train-
acoustic models (not possible in our case) and the models farid. there
typically highly speaker dependent; (ZYS-based systems. ‘ e
Fewer systems [7, 8, 9] use the output of a TTS synthesis l ?@V

2. PREVIOUS WORK

Once upon a
time, in a far
far away

gine to obtain an acoustic signal from the text, and themali

the audio with the TTS audio by means of pattern matchi

techniques (audio-to-audio alignment). These systerfis < Eliminate sils v v

require the knowledge of the language the text is written i \Ef %L’ STTS | (5,5 7o)
! 1

but have the advantage that such knowledge can be condet

inside the TTS engine. In [9] a comparison between TT. f(sli') S) | ‘I ‘ i
Eliminate sils

TTS

based and speech recognition-based algorithms is perforr !
for phoneme-based labeling, showing that both can achie
fairly good alignment accuracies. \ﬂ(
Previously, [10] and others, have proposed the creati \
of digital talking books by synchronizing audiobooks an = ‘
ebooks. Unlike our proposal, in their approach they use DTW align | €=
speech recognition-based system which has been extgnsi %!I,, S"
hand-tuned for the application. They also present a userint f(S' > S) TTS
face for the alignment, although this is based on a website s :
a PC setting.
Currenﬂy, there are TTS engines for tens of |anguage§ig. 1. Block diagram of the steps involved in audiobook—e-
through projects such as Mbrola [11] (with ov#rlanguages ook alignment.

2 v .
4 f(SrrsS o)




The goal of the audiobook to e-book alignment algorithm -_g \
is to generate an alignment file where each word in the text is = DTW step
assigned a corresponding starting time in the audio. Fifjure %)
shows a block diagram of the steps involved in this alignment E:
process. The input signals are wavefasin(audiobook) and
text T; (e-book), which are processed independently to cre-
ate two signals within the same modality — audio in this case
— that can be compared to each other. As previously men- L \
tioned, we follow a TTS-based alignment approach, similar // C— Partial
to [7, 8, 9], such that the text is first converted into an atious & | — DtT\é‘_’
signal via a TTS engine and then aligned with the audiobook : z;ntlzg
by means of an audio-to-audio alignment system. Unlike pre- U2 L audicboolk

vious work, we aim at synchronizing both signals at the word
level as our application scenario is an end-user and irtfeeac
e-book reading application. In addition, we aim at the align
ment of long segments of text with its audio, with no syn-
chronization points in the middle, and we use a novel silence
filtering module which brings Stability to the aIignmentsI-F all Steps have been performed we use all Computed mappmg
lowing Figure 1, the alignment is done in the following steps functions to obtain the corresponding starting time in the a
1. Audiobook ProcessingThe acoustic signaly;) is  diobook for each word in the e-book text and save it in the
first filtered through a silence detection algorithm thatéli  output alignment file.
nates the segments of the signal with lowest eneigy §i- The processing complexity to perform the alignment be-
lence regions in a quiet environment), as shown on the leftween any amount of text and the corresponding audio is usu-
hand side of Figure 1. Note that audiobooks typically inelud ally of linear complexity for the TTS conversion step and of
random amounts of silence in the recording due to interprequadratic complexity in the DTW step. The direct implemen-
tive reading, which can later jeopardize the alignment as thtation of the above algorithm becomes unfeasible (both for
TTS waveform usually lacks long pauses. Although more soeomputation and for memory requirements) when the length
phisticated methods could be applied, we found that a simef the audio is too long (in the order 5 minutes or more).
ple energy thresholding method works well in this case. Thén order to reduce such complexity we use a partial DTW
short-time energy, obtained overa0ms sliding window, is  alignment algorithm as shown in Figure 2. For a given DTW
first computed for the entire signal. Then all energy valuesvindow step of size., (manageable by the system) we com-
on the lower1% of the overall energy range are eliminatedpute the DTW alignment setting all DTW constraints except
from the output waveform. In addition, a mapping functionfor the ending pointi(e. we let the alignment finish in any
f(S; — S;) is obtained to map frames from the original sig- point (L, -) or (-, L) allowed by the global constraints). Then
nal S; to the trimmed signas;. we select the point, DTW (%)) as the new starting point
2. E-book ProcessingThe text from the e-bookif) is  for the new DTW window step, wherBTW(%) is the op-
given to a TTS engine as input to produce a speech signgmum alignment in the TTS audio for the frarde in the
Srrs and amapping between the text and the sigii&l, —  audiobook.
Strs), as shown on the right-hand side of Figure 1. In our
fcurrent |m.plementa_1t|on, we use th_e Festival TTS engine [12%'2' N'Sink’s user interface
reely available onling using amultisynmale English voice
[12]. We also apply the silence filtering step$@+s using  |n order to test the alignment algorithm in a real-life sce-
the same parameters as above, and obtain an output sigigirio we developed an audio-ebook reading interface called
Srrg and a mapping (Srrs — Sprg). N'Sink (Naturally-Spoken Ink) shown in Figure 3. It has
3. Alignment:Finally, we parameteriz6;.,.; andsS; us- been implemented as an objective-C native iPad/iPhone ap-
ing 10 Mel Frequency Cepstral Coefficients (MFCC) everyplication. The application allows the user to select among
20ms and apply a Dynamic Time Warping (DTW) algorithm different stored books and four playing modalities (temtyp
[13] in order to obtain an alignment between both signalsiudio-only, text+audio and synchronized text+audio)igto
(i.e. a mappingf (S;;g — S;)). The DTW has been imple- the selection buttons on the upper part of the screen. These
mented with standard local constraints, and a diagonal-bandhodalities can be used by the user to select his reading pref-
ing global constraint as in [13], with the maximum allowed erences depending on the context he is in (at home, in the bus,
deviation from the diagonal being set Joseconds. Once etc.), this way being able to just read the ebook, just listen
it or read it while listening to it. In N’'Sink each stored boisk
Swww.cstr.ed.ac.uk/projects/festival composed of a bundle of files, corresponding to the e-book’s

Fig. 2. lllustration of the partial DTW alignments for long
files.




a EE Manual | Notext | - ) 0.1} i

Atfter all, the practical reason why, when the power is once in the hands of the people, 0.09¢ )
a majority are permitted, and for a long period continue, to rule is not because they 00sh |
are most likely to be in the right, nor because this seems fairest to the minority, but

because they physically are the strongest. But a government in which the majority rule 0.07F |
in all cases cannot be based on justice, even as far as men understand it. Can there

not be a government in which majorities decide only those questions to which the rule 0.06 + B
of expediency is applicable? Must the citizen ever for a moment, or in the least

degree, resign his conscience to the legislation? Why has every man a conscience, 0.051 T

then? | think that we should be men first, and subjects afterward. It is not desirable to

cultivate a respect for the law, so much as for the right. The only obligation which | 0.04r
have a right to assume is to do at any time what | think right. It is truly enough said
that a corporation has no conscience; but a corporation of conscientious men is a 0.03r )
corporation with a conscience. Law never made men a whit more just; and, by means 0.02 |
of their respect for it, even the well-disposed are daily made the agents of injustice. A '
common and natural result of an undue respect for law is, that you may see a file of 0.01} |
soldiers, colonel, captain, corporal, privates, powder-monkeys, and all, marching in I|| |I|
admirable order over hill and dale to the wars, against their wills, ay, against their 0 L AP lIII III' B -

: ’ ) M. -05 -04 -03 -0.1 0 0.1 . . 04 05
common sense and consciences, which makes it very steep marching indeed, and .

Time error

produces a palpitation of the heart. They have no doubt that it is a damnable business

in which they are concerned; they are all peaceably inclined. Now, what are they?
Men at all? or small movable forts and magazines, at the service of some F|g 4 Normalized hIStOg ram Of erroﬁn] between grou nd_
unscrupulous man in power? Visit the Navy-Yard, and behold a marine, such a man truth and automatiC alignments.

as an American government can make, or such as it can make a man with its black

arts. A mere shadow and reminiscence of humanity, a man laid out alive and standing,

gender of the person reading the book in the audiobook and
his/her reading speed (in words per minute). Only the book
{ DiDDLING oozt titted "How to win friends..” was recorded by a professional
speaker, while the rest of the audiobook excerpts were read
Fig. 3. Screenshot of the N'sink application running on anpy non-professionals. We opted to include non-professipna
Ipad. read audiobooks in order to test the quality of our alignment
algorithm with varying speaking rates and dictions, as pro-
. : , L . . fessional speakers tend to become very standardized in how
text, the associated audiobook’s audio file, the alignmémnt fi understandably and how fast they speak. The variability in

between text and audio, and a plist file (common in Applespeed is shown in the fourth column of the Table, where the

software) that includes information about the book such aBaader's speed of "The adventure of the .. is significantly
title, author, publication date, etc...

. . faster than the rest. Additionally, we balanced the salacti
When the user selects the synchronized modality, the

L . of male and female readers in order to analyze the effect of
book text on the screen is first shown in dark grey and eac ender in the proposed system (third column of the Table).
word is progressively switched to red as they are read in th inally, The las8 columns in the Table summarize the align-
audiobook, making use of the synchronization informatio%em résults obtained by the proposed algorithm, as exatlain
contained in the previously computed alignment file. Whe '
the audio reaches the end of the page, N'Sink automatically
changes pages and moves onto the next page on the e-bogE
Finally, since iPads can be rotated to any orientation, hKSi
interface can also rotate and reorient its look and textiooa
to adapt the new orientation.

The ground-truth alignment for each file was manually
herated indicating the time when each word in the e-book
text was produced in the audiobook. We then compared this
ground-truth with the output of the automatic alignment al-
gorithm under two conditions: using the silence filteringpst
and not using it. For each excerptand condition, we computed

4. EXPERIMENTAL EVALUATION the errore[n] between the start time in the ground-truth align-

mentt g [n] and the one estimated automaticailyn|, com-

In this section we evaluate the accuracy of N'Sink’s autdenat puted for every worch in the e-booke[n] = ty[n] — to[n].
alignment algorithm. We randomly selecté? five-minute  In Figure 4 we show the normalized histogramet] val-
text and audio excerpts chosen frondifferent e-books and ues for all evaluated excerpts. We observe that most errors
their corresponding audiobooks. A summary of each of theoncentrate around 0, with only a small percentage with ab-
excerpt’s characteristics is shown in coluninto 4 — from  solute values greater th&r2 seconds, as seen in Table 1 for
left to right — in Table 1, which contain the title and authér o each excerptindividually. In addition, in some cases theee
the e-book, the number of words in the selected excerpt, theutliers in the histogram corresponding to points where the



Table 1. Summary of aligned excerpts and alignment results.

Title—author # words gender reading speed | 1| / error@0% % silence Hle| | €rror@0%
(words/second)| no filter (in ms.) TTS/human | with sil. filter (in ms.)

The adventure of the dancing men—A. C. Doyle 1091 male 220.6 75.8/152 2.6/2.2 63.8/128.2
The adventure of the dancing men—A. C. Doyle 1181 male 247.5 117.4/299.3 2.2/5.2 56.7/112.6
The empire of the ants—H. G. Wells 853 male 172.2 79/161 3.0/7.4 63.0/123.2
The empire of the ants—H. G. Wells 800 male 153.1 611.7/2000 | 2.4/11.0 65.1/127.7
Civil disobedience—H. D. Thoreau 806 female 167.1 102.6/284 2.4/8.9 75.4/118.4
Civil disobedience—H. D. Thoreau 890 female 174.0 97.5/330 3.1/11.7 50.3/80.0
Diddling-E. A. Poe 839 | female 162.7 138.8/403.8| 3.0/13.5 78.2/135.7
Diddling-E. A. Poe 842 | female 170.7 490.6/1758.1 2.5/16.9 100.7/157.3
How to win friends & influence people-D. Carnegie 781 male 155.1 209.3/618.6 1.4/9.8 72.7/142.0
How to win friends & influence people-D. Carnegie 758 male 153.1 51.7/94.3 1.4/10.7 48.1/86.7
How the first letter was written—R. Kipling 921 female 184.6 137.2/410.1| 2.5/18.0 80.1/117.0
How the first letter was written—R. Kipling 839 female 165.2 288.2/863.8| 2.0/18.3 71.7/130.1
Average 883.4| nla 177.1 200.0/591.1| 2.4/11.1 68.8/121.4

alignment gets lost, although this usually happens very fe\
times and after some time the alignment algorithm is able t
regain alignment.

Based on the erraf[n| we report two performance met-
rics in Table 1: (1) The absolute error averagg, =

= Zﬁ;l le[n]| in ms., whereV is the total number of words
in the excerpt and- | indicates the absolute value; and (2) the
alignment error (in ms.) &0% percentilei(e. only 10% of
the values are larger or equal to the error). The results wit
both metrics are shown in columisand7 of Table 1, de-
pending on whether the silence filtering is used or not. Not
that although prior work also uses these metrics to evalual
the alignment, the results are not directly comparable@seth
are computed on a per phone basis on generally short se o ‘ ‘ ‘ ‘ ‘ ‘ ‘
tences, while we are computing them per word and from a o A rdsinthe ebook ™
alignment performed on several minutes of speech aligred .

atonce. Furthermore, the errors reported here have been com ) ) )

puted using manually generated ground truth data, which ifri9- > Comparison of alignment errors depending on the use
itself contains a non-quantified labeling accuracy valigbi ~ ©f @ silence filtering.

In addition, columré shows the percentage of frames that a8nary informal tests of the N'Sink prototype with a few users

labeled as silence by the silence filtering algorithm both iny, " concluded that generally they were not able to perceive
the TTS and audiobook audio signals. As expected, the TT3, alignment errors and hence considered the alignment to

audio contains very stable values and small percentage of §io perfect in most cases. We plan to carry out a more ex-
lence frames2.4% in average), while the audiobook’s audio (¢ nsjye and formal user study in future work. Regarding the

exhibits larger variability and larger absolute valu?es.(% effect of the TTS voice used (male speaker) on the alignment
In aver?ge), as they highly depend on the reader's style, thgi, respect to the audiobook reader (male or female), we ob-
e-book’s genre, etc. tain similar average errors for both conditions,( is 61.56
Next, we focus on results regarding the use of the silenctor male and’6.06 for female, while the error@% is 120.06
filtering step. Note the significant improvementip, for all for male andl123.08 for female), highlighting the robustness
tested excerpts when using silence filtering (particulady  of the proposed system to speaker variability.
ticeable on the fourth excerpt). Additionally, the alignme To further analyze the effect of silence filtering on the out-
error at90% percentile is also much smaller. We considerput, Figure 5 shows the alignment eredi] for each word in
that these error values are reasonable for the intended appthe first excerpt from the e-bodkow to win friends..”, both
cation (only half a syllable in average, considering that arwith and without silence filtering. In both cases we observe
average syllable lasts arouR@oms). We carried out prelim- three kinds of alignment errors: (1) A high frequency ripple

difference with the ground-truth

no silence filtering
With silence filtering




with errors around or lower thatD0Oms that we attribute to
the inevitable variability of the manual labeling of the gnal-
truth data; (2) Low frequency deviations frabrin the error

signal, indicating the errors that the automatic systemeasak
when deciding on a particular alignment path along the DTW
cost matrix; and (3) Outlier error peaks corresponding te pa

ticular words loose their alignmenitg. the DTW algorithm

got lost). From the three types of errors the most dangerous
one are the third kind as it can cause long term or permanent
alignment loss. The development of alignment algorithms
must try to reduce these outliers, and when they occur, al-
low the alignment to get back in synch as fast as possible s
that the error perceived by the user gets minimized. Note ho

the silence filtering step presented in this paper can etitain

most of these outliers and when they occur the DTW algo-
rithm can soon regain synchrony. On the contrary, without [4]

silence filtering, the system gets lost twice (for some time)

this example, although it is able to get realigned at sones lat

point.

5. CONCLUSIONS AND FUTURE WORK

With the foreseen explosion of the e-book industry, there [7]

is an opportunity toreinventand enhancethe user e-book

reading experience. In this paper, we present the N’'Sink
(Naturally-Spoken Ink) system that is composed of an of-
fline alignment algorithm and a prototype user interfaces Th

e-book/audiobook alignment algorithm is based on audio-to
audio alignment of the audiobook with the audio derived via
text-to-speech from the e-book text. We propose a novel si-[ I

lence filtering algorithm that significantly improves thegat

ment by eliminating the variable amounts of silence in both

audios due to their differences in speaking styles, andiesc

how we are able to align long audio excerpts using sightl
modified dynamic programming techniques. The user inter-

face for the application is built as an iPad prototype tosilu

trate the concept of audio-augmented e-books, where the t
on the e-book is highlighted as it is being read by the audio-
book. Although standard text-to-speech synthesis is able t

perform this task, N'Sink allows users to listen to the arai

audiobook, which is typically read by professional (human
speakers, instead of using the robotic-sounding syntbésiz
speech from a TTS engine. Moreover, the N'Sink application

opens the path towargersonalized audiobookghere users
can create audiobooks for their loved ones that will berliste

to in-synch with their associated e-book. Future work in-

cludes testing our alignment strategy with multiple largps

carrying out a user study to understand the pros and cons of

this technology from a user-centric perspective, and amre

ing the efficiency of the alignment algorithm to allow for the

alignmentto be created directly from the audio and textivith
the device.
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